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Abstract
This paper proposed to monitor a critical eventimneless sensor networks. Whenever a critical event
occurs, the critical event is detected by the neadmsor nodes. Immediately these sensor nodeidhmadcast an
alarm message to the entire network. To increéestintie of the network, sleeping methods are alviaysemented
in WSNSs, it increases the delay of alarm messagadwasting. In this paper, we propose a novel sebpduling
method to reduce the delay of alarm broadcastiog fany sensor node in WSNs. scheduling methodalessys
employed in WSNSs, we tend to style two determimaéfit ways for the transmission of alarm messagel , level-
by-level offset based wake-up pattern accordinthéopaths, respectively. Once a crucial event hagp&n alarm
is quickly transmitted on one among the traffic way a middle node, and so it's instantly broadogshe middle

node on another path without collision.

Keywords. Wireless Sensor Network (WSN),critical event ntoring, sleep scheduling, broadcasting delay,

multichannel.

I ntroduction

We design a novel sleep scheduling method
based on the level-by-level offset schedule to eehi
low broadcasting delay in wireless sensor networks
(WSNSs). Two phases are set for the alarm broadasti
Firstly, when a node detects a critical eventrigioates
an alarm message and quickly transmits it to aecent
node along a predetermined path with a level-bgllev
offset way. Then, the center node broadcasts tenal
message to the other nodes along another pathvilsa
level-by-level offset way. Through designing a spkc
wake-up pattern, the two possible traffics couldblo¢h
carried by a node. To eliminate the collision in
broadcasting, a colored connected dominant set &CD
in the WSN via the IMC algorithm.

However, it is still a challenge for us to apply
the level-by level offset to alarm broadcasting tie
critical event monitoring. First, the order of neteake-
up should conform to the traffic direction. If theffic
flow is in the reverse direction(as show in Fig.#)e
delay in each hop will be as large as the lengthhef
whole duty cycle. Second, the level-by-level offset

employed by the packet broadcasting could cause a

serious collision. Finally, the transmission fadwtue to
some unreliable wireless links may cause the
retransmission during the next duty cycle, whickoal
results in large delay equaling the whole duty eycl
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Fig.1 Critical event monitoring with a WSN

First, when anode detects a critical event,
it originates an alarm messageand  quickly
transmits it to a center node along a
predeterminedhath with a level-by-level offset way.
Then,the center nodbroadcastshe alarmmessageo
the other nodes alonganotherpath also with a level-
by-level offset way. Through designinga special
wake-up patternthe two possible traffics could be
both carriedby a node, andthenode just needs to
be awake for no more thahtime in eachduty cycle,
where T is the minimumtime neededby a nodeto
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transmitan alarm packet. Teliminatethe collisionin
broadcasting,a colored connected dominantset
(CCDS) in the WSN via the IMCalgorithm is
establishedEach nodd¢ransmitsor receives packets in
aspecificchannel accordintp the colorassigned.

In summarization, characteristicef the
proposed sleep schedulisghemeare

1. The upper bound of the broadcasting delay
is 3D+2L, where D is the maximum hop of
nodes to the center node, and L is the length of
duty cycle, the unit is the size of time slot. As
the delay is only a linear combination of hops
and duty cycle, it could be very small even in
large scale WSNs.

2. The broadcastinglelay isindependentf the
length of the duty cycle, but it increases
linearly with the numberof the hops.

3. The broadcastinglelay isindependenbf the
densityof nodes.

4. The energgonsumptiornis very low as nodes
wake up for only one slot in thduty cycle
duringthemonitoring.

Problem Description

We assumethat a certain node, called as
center node, in the network has obtained the
network topologyin the initialization(e.g., sink n

daty eycle 7 —I.l e
node o [ | 1B 14
T
i) —

—
L

) I

il i
= F=

7
modee L ||

node b

i

b reverse directson
ordinal

Fig.2 Thelevel-by-level offset schedule
node).The center node computesthe sleep
scheduling accordingo the proposed schedab
scheme andbroadcastghe schedulingto all the
othernodes.

We define f(nj) as the slotassignment
function. If f (nj)=s,40,...,L-1}, it meansthat
nodenj wakes up only at slot s to receive packets.
Meanwhile, we define Ffi) as the channel
assignment functionwhich assignsa frequency
channelto node n;j.

The Proposed Scheduling M ethod
Basic Idea

The proposed scheduling method includes
two phases: 1) any node which detecsritical
event sends an alarm packet to the center node
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along a predeterminecpath accordingto level-
by-level offset schedule2) the center node
broadcaststhe alarm packet to the entire
network also according to level-by-level offset
way. Fig. 3 illustrates these two phasesof the
processingWe define the traffic paths from
nodes to thecentemode as uplink and define the
traffic path from thecenternode to other nodes
as downlinkrespectivelyEachnodeneeds to wake
up properly for both of the twotraffics. Therefore,
the proposed schedulingcheme should cotain
two parts: 1)establishthe two traffic paths inthe
WSN; 2) calculate
the
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Phase 1: Send the alarm to cenler node Phase 2: Cenler node broadeasts the alarm

Fig.3 Two phases of the alarm broadcasting
wake-up parameterée.g., time slot and channel)
for all nodes tohandle all possible traffics. To
minimize the broadcastelay, we stablisha breadth
first search (BFS) tree for theplink traffic and a
colored connected dominanset for the downlink
traffic, respectively.

Traffic Paths

First of all, we choose a sensor node as the
center node c. Then, weonstructthe bfs tree which
dividesall nodesinto layers H , H2, H3 ,... ,HD,
where Hj is the node setvith minimum hop i to
c in the WSN. With the BFS trehhe uplink paths for
nodes can be easibbtained.

To establish the second traffic path, we
establish th€€CDS in G with three steps: tpnstruct
a maximum independentset (MIS) in G; 2) select
connector nodeto form a connected dominateskt
(CDS), and partition connector nodemnd independent
nodesin each layer into four disjoint setwith IMC
algorithm proposedn [12]; 3) color the CDS to be
CCDS with no more than 12hannelsThe details are
described adollows, and the variables thereirare
definedin Table 1.First, weconstructa MIS 1. As all
nodes have beedividedinto Hy, H2, H3,... ,HD
with the BFS tree, the MIS cabe establishedayer
by layer (i.e., hop by hop) in the BFR&follows:
Start from the Oth hop, we pick up @maximum
independentset, then, move on to the first hop,
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pickup another maximum independesdt. Note that,
independentnodes of the first hop also need to be
independenof thosein the previoushop. Repeat this
process until all hops afodeshave beenworkedon.
Second, weconstruct the CDS by selecting
connector nodes C  fronV/l to interconnect
independent nodes dsllows: Obviously, for
any two 2-hopneighboring independent nodesat ,
least one node in G is adjacerb both of them.
Hence, the node is possible to be selectssd a

connector nodesWe use the idea of the IMC
algorithm to select the connector nodesvhich
partitions independent nodé$s Hj in each layer
into four disjoint subsetsUj,j (0 <j > 3), and

selects four disjoint subsetsWj-1j
TABLE 1
Definitions of Some Variables
c The center node in the nefworks
H; The nodes wilh minimal hop é lo ¢ in G
H_: The nodes with minimal hop i to ¢ in CDS
I; | The independent nodes with minimal hop ¢ to ¢ in CDS
C; | The connector nodes with minimal hop i to ¢ in CDS
B; The dominaled nodes dominaled by I;

(0 =1j =3) among Hi-1MHj-2) M 1 as
connector nodeso cover 1 M Hj. When nodes in
Wij-1,j broadcast simultaneouslthey will not
cause any collisionamongnodes in Uj,jBy this
way, the CDS isestablishedWe further color the
CDS to be CCDS as followsWe divide all nodes
in CDS into several setsaccording to their
minimum hops to c in CDS. As CDS is based on

Gz(l), the numberof hops from independent nodes
to c in the CDSis even, and thenumberof hops
from connector nodes to in the CDS is odd.
Therefore, we obtain 19,12 14,...and C1C3,
Cs, ... In addition, dominated node could be
divided into Bo, B2, B4, ... .They are
dominatedby 10,12 14, .., respectively.Since any
two independent nodes cannot hadjacent, the
distribution of independent nodeactually sparseit
has beenprovedthat each independent node has less
than 12 neighborsin | within 2-hop distance.
Therefore, Geould be colored witrehy, ... , ch12.
Hence, when independent nodein each layer
broadcast simultaneouslyhey will not cause any
collision at connector nodes. We define sendingiokh
as chg(nk) and receiving channels chr(nk) for each
nodenk, correspondingto channels invhich rg

sends packets and receives packatsspectively.
Each node g in 1 gets itschs (Nk) accordingto its
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color, and each nodent in Cj obtains its chr(nt)
accordingto the color of one of itsparentdn 1j-1.
In addition,we color thesubsetsdJj,j and Wj-1,j
with clj(0= j = 3)in each layer. Hence,when
connector nodes in each layer (i.@/j-1j,0=j=
3) broadcast simultaneouslyhey will not cause
any collision at independent noddés the next layer
(i.e., Uj,j, 0= j = 3). Each node | in I gets its

chr(nk) accordingto the color of Uj,j that it
belongs to, and each noda: in Cj obtains its
chs(nt) accordingto the color of Wj j that it

belongs to. While, each node hin Bj obtains it's
chr (ns) accordingto the sending channedf an
independent node ihj whichdominatess.

Wake-Up Patterns

After all nodes get the trafficpaths,
sending channeland receiving channelswith
the BFS and CCDS, theproposed wake-up
patternis neededor sensor nodes twake-upand
receive alarm packet to achieve tmnimumdelay
for bothof the two traffic paths.

As describedabove, there are two traffic
paths for the alarm dissemination,and sensor
nodes take two level-by level offset schedulestfe
traffic paths.Fig. 4 shows thdawo level-by level offset
schedules]) sensor nodes on paths time BFSwake
up level-by-levelaccordingo their hopdistances tahe
center node; 2) after the center node wakes up, th
nodesin the CCDS will go on to wake ujgvel-by-level
according totheir hop distancesin the CCDS.
Hence, when analarm packet is originated, it
could be quickly forwarded to the center node
along a path in the BFS, then, the centapde
immediately broadcast# along the paths in the
CCDS. Since it ishard to predict when the alarm
occurs, the two level-by-level offset schedale taken
periodically as shown in Fig. 4. Moreover, it is
neededto effectively arrange timeslots for sensor
nodes atdifferent positionsin the topology, so that
the two level-by-level offset schedutan periodically
work without interfering with each other. The
assignmenof time slots issummarizedn Table 2,
which can bebriefly described as follows: 1) all
nodes in H obtain slot$or uplink traffic according
to their hops in
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Fig.4. Two periodic level-by-level offset schedules
H and the sequencenumber of duty
cycles; 2) nodes inH obtain slots for downlink
traffic according to their hops in H and the
sequence numbeof duty cycle; 3) nodes inBj
obtain the same slot aCij+1 for downlink traffic.
For example a sensomodenj in H1  obtains slot L-
1 in oddduty cyclesfor upllink traffic. On the other

hand,nj may also be inH, andit obtains slot 2 in
evenduty cycles for downlink traffic. In addition, it
is obviousthat, whenevera sensor nodedetectsa
critical event, it waits for no more than twduty
cyclesbefore its time slot fouplink traffic comes.
Furthermore, for nodes which are both in
H2mL+s and H2nL+t, when s+t=L, nodes will be
assigned the same slot for uplink traffic and domknl
traffic, i.e., nodes need to wake up for only oingetslot
every two duty cycles and it can receive the pdssib
alarm transmitted both in wuplink and downlink.
Therefore, their receiving channels need to be fizati
Suppose nj is a node with the same slot for uptiakic
and downlink traffic. It should wake up in its chw
channel, and its child in the BFS also should st
possible alarm to nj in nj's chw channel insteaduf.

TABLE 2
Wake-Up Patterns

Time Slot for .'ndu'-uJ:J
in Zkth duty cycle | in (2k + 1)th duty cycle |
Jimy)

L-s

[ finj)=L—-3
|

| fimy) L

Ting) = Fine), where ny s any node in 4y

An Example

In order to show the assignment more clearly,
we give an example shown in Fig. 5, where the numbe
in brackets denote the frequency channels, and the
numbers in front of brackets denote the time siota
duty cycle. The length of duty cycle is set 10. §idar
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two nodes a and b (shown in Fig. 5a), which aréi2n
and H1, respectively, in the BFS. Suppose nodectiete
critical event. It will originate an alarm packetdasends

it to node b at time slot 9 in the earliest oddydutcle in
channel chl. When node b wakes up at time slot 9 in
channel chl and receives the alarm, it sends drenab

the center node ¢ which wakes up at time slot 8aich
even duty cycle in channel chl. After receiving the
alarm, node c begins to broadcast the alarm packet
among the CCDS, as shown in Fig. 5b. The solidsline
are the paths in the CCDS. In the broadcasting gphas
(i.e., in even duty cycle for nodes a and b), nadend
node b are in Hland H , respectively, in the CCDS.
Therefore, they wake up at time slots 3 and 1,
respectively, in each even duty cycle in their hdog
channels (channel 3 and channel 1, respectively).

When receiving the alarm packet, node a broaddaists

its sending channel (channel 2), while node b duas
broadcast the packet as it is a dominated noden IFig.

5b, all the transmissions at the same time slondb
cause any collision, and the broadcast is exedetesl-
by-level without waiting. Furthermore, since tharah
can be quickly relayed to center node in an uppiakh
and center node could immediately begin to broadtas
the

Modes in @

o Modes i/ & Nodes

LUl
) Dovwnlink traffic i CCDS

Fig. 5. An oxampto of the alarm broadcast with tho proposed

schaduling mathod.
broadcasting delay is much lower. In addition, ¢hergy
consumption of nodes is also very low, since mastes
stay awake for only one time slot in each duty eycl
Moreover, the center node and nodes with the same
wakeup slots for uplink traffic and downlink traffstay
awake for one time slot every two duty cycles.
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Obviously, li, Ci, and Bi are used only for dowrkin
traffic to solve the collision.

Analysisand Simulation
Performance Analysis

Lemma 1: The maximum hop of the shortest
path in the CCDS from any node to the center ned®i
more than 2D. Proof: Consider any independent mpde
there must be a parent in C connecting another
independent node which is closer to the center rloae
nj. If the parent is in the same layer with nj e tBFS,
then, it increases the hops of nj to ¢ in the CCDS.
Otherwise, the number of hops does not increase.
Consider the worst case for each hop with one merdg
on the shortest path from a node in layer HD tdhe,
maximum length of the shortest path in the CCDS is
consequently 2D. tu Lemma 2. The upper bound ofrala
broadcasting delay in WSN is no more than 3D + 2L.
Simulationsin Unreliable Environment

We wuse ns-2 simulator to evaluate the
performances of the proposed scheduling method in
unsteady WSNs. In Fig. 6, 225 sensor nodes are
randomly deployed in an area of

TABLE 3
Duty Cycle Configuration

Active time Duty cycle
Our scheme Tiate = timeslot 1s
DW-MAC T,‘yn; = 0ms, Tyat, = trmeslot 1s
ADB Theacon = 0ms, Tyaie = limeslot 1s

150*150n%.The successful communication probability p
to characterize the wireless link between any twdes
is employed. Considering the interference causeddoy
neighboring nodes, we define the worse link qualign
that in practice with assumption p = 1-(d/2Gyhere d is
the distance between two nodes and d < 20. The link
with p>50 % are chosen to form the topology of network
for the proposed scheme, as shown in Fig. 6. Tebheath
lines are the links with p < 50%. The duty cycld is.
Different Sizes of Time Slot

We first set the size of the time slot to be the
minimum time for sensor nodes to transmit an alarm
packet, e.g., 2 ms .When an alarm transmissiors fail
between two adjacent nodes with the proposed scheme
the sender node has to retransmit the alarm aftarty
cycles. While, for the ADB and the improved DW-MAC
schemes, the sender node retransmits the alarm lafte
duty cycle. Obviously, the proposed scheme does not
exhibit good performance in the case of minimumetim
slot. To improve it, we set the size of the timet $b be
10 ms. Hence, the transmission delay could be lkarge
reduced. It can be seen, the broadcasting deldy thwi
proposed scheme becomes much lower when the size of
time slot is 10 ms . which affects the results le t
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experiments. For example, in experiments 1 and 8,
packets usually cannot be successfully transmitigain

a time slot, and have to be retransmitted aftetir2reext
duty cycle. Therefore, the delay becomes large.
Compared with the proposed scheme, the delay Wwéh t
ADB and the improved DW-MAC schemes is even
larger in most experiments. As sensor nodes in ADB
wake up asynchronously, the average transmissitay de

in each hop is at least about half a duty cyclenatall
transmissions were successful. While, for the inapdo
DW-MAC, because the SCH (i.e., alarm) is forwarded
within synchronous time slots, the number of hoprits

of SCH transmission in each duty cycle is restddy

the size of time slot Tdata. In ideal case, the lmemis
Tdata/t. However, due to unsteady links, the numser
dynamic. Hence, the number of duty cycles needed fo
the broadcasting in the network is random, resgltm
highly dynamic results in the experiments. We farth
enlarge the time slot to be 20 ms for the threesds. It

can be seen, the proposed scheme achieves a tistinc
predominance to the other two schemes. Moreover, th
broadcasting delay with the proposed scheme and the
ADB scheme becomes much steadier in 10 experiments,
as almost each packet can be successfully tramsmitt

within 20 ms. While,
TABLE 4
Average Delay/Standard Deviation in Different
Networks (timeslot = 0.01 s)
Network 1 2 3 ] 5
Qur scheme | 54/48 31/47 42/53 59/57 36/38
DW-MAC | 155/43 | 164/64 | 134/54 | 15.7/66 | 12.1/58
ADB 142721 | 137/21 | 119/22 | 149/27 | 108/20

The delay with the improved DW-MAC is still
dynamic, because the number of hop counts of alarm
transmission in each duty cycle is still uncertdire to
unsteady links. It is unnecessary to further emdattye
size of time slot, because the performance of the
proposed scheme could not be further promoted.h@n t
other hand, further enlargement of time slot insesa
energy consumption of sensor nodes, especiallythfer
improved DW-MAC as nodes have to keep awake during
the whole of the synchronous time slot. We conduct
more experiments with the schemes in several né&swvor
All the networks are generated randomly with 22%sse
nodes. In each network, we made 20 experimentshend
average broadcasting delay with the standard dewmi
shown in Tables 4 and 5. For example, the average
broadcasting delay in network 1 with the proposed
scheme is 5.4 s and the standard deviation of ¢kay ds
4.8 s, which is denoted as 5:4/4:8 in Table 4. From
Tables 4 and 5, the average broadcasting delaheof t
proposed scheme is always much lower than thatef t
other two methods.

4.2.2 Multiple Alarms
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In some cases, the critical event may trigger
several alarms in the network, and they may be teeat
parent node when it wakes up. To deal with thesiof,
we design a mechanism for the proposed schedulng a
follows: Suppose the time slot is denoted as k*hew a
sensor node having detected the event is goingrtd an
alarm packet, it keeps transmitting the packet oanlg
with the probability 1=2 during the time slot. Howee, if
the node detects some others are transmitting alarm
packets during the same time slot, it gives up its
transmission. Through this way, the nodes sending
alarms could be decreased gradually. Note that, the
parent node just needs to successfully receiveataren.

The parent node cannot judge whether there is amal
packet by just detecting the

TABLE 5
Average Delay/Standard Deviation in Different
Networks (timeslot = 0.02 s)

Network 1 2 3 [ 5
Our scheme 0.48/0 0.52/0 04270 0.50/0 0.38/0
DW-MAC 9.2/25 96/3.3 85/18 9.9/29 8.3/19
ADB 124/03 | 134/03 | 109/02 | 13.0/03 | 95/02

3 T T T
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Fig.6. Transmission delay for multiple alarms
channel, because some configuration packets aksb toe
be transmitted in the network and the alarm packets
to be exactly received to avoid misinformation. We
evaluate the performance of the mechanism with a
simple and typical network model. Suppose thereMare
(1 <M > 10) nodes that need to send packets to a parent
node which keeps awake for 20 ms every two dutyesyc
periodically. The quality of the link between tharent
node and each child is 70 percent. Suppose thesrahg
the event region is smaller than that of nodesioad
detection. Fig. 6 shows the time when the parerteno
successfully receives a packet. For each value ,ofvi
conduct 20 experiments and give the maximum timnis. |
obviously from Fig.6 that, when M <8, the M childre
nodes can successfully send one packet to theenpar
within the 20 ms. When M=9 or 10, it needs two duty
cycles to send the packet, resulting in 2s extriayde
However, the total broadcasting delay is still mimher
than that of the improved DW-MAC and ADB schemes.
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Conclusion

In this paper, proposed a novel sleeping scheme
for critical event monitoring in WSNs. The proposed
sleeping scheme could essentially reduce the defay
alarm broadcasting from any node in WSN. For eiffect
transmission of alarm packet, here find the shogath
in the already wake-up stated nodes which shopztt
algorithm is based on distance between the acties
and going to transmit that critical event using ttha
shortest path.
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